
Problem Set 2 answers (from student submission)
Due: May 5, 2015
Email to gene210.stanford@gmail.com

In all of the previous GWAS examples we have explored, the phenotype has been a discrete variable. For example, either you have wet earwax or dry, bitter taster or not, brown eyes or blue (or green). However, phenotypes are not always black and white. For example, people are not just tall and short but many gradations in between -- this is called a quantitative variable. This is true for many clinically relevant phenotypes as well. For example, the severity of Type 2 Diabetes if often assessed using fasting glucose levels in the blood. Higher levels indicate a more severe case of diabetes, while lower levels (but still high) may only indicate a risk of diabetes. Another case where quantitative phenotypes are important is in drug response. The necessary dose of warfarin (a common anticoagulant and rat poison) is highly variable across the population. Finding the correct stable dose is important to mitigate the chance of severe adverse events associated with warfarin use (e.g. internal bleeding or excessive clotting). Here we explore a quantitative GWAS, compare it to a traditional case/control GWAS, and also learn a little about covariates and regression analysis.

To complete this part of the problem set you will need to download some data from the website. You can download the data file here: http://stanford.edu/class/gene210/files/problem-sets/2011/warfarin-gwas.csv
The data you downloaded is from a quantitative GWAS exploring the genetic determinants of warfarin dosing (http://bloodjournal.hematologylibrary.org/content/112/4/1022.full.pdf). The genetics of warfarin dosing is of special interest since it is difficult to predict from clinical variables alone. For example, your little grandmother may require a huge dose of warfarin while Ex-Stanford Linebacker, Shane Skov (6’ 3”, 251lbs) may require a very small dose. This variance can be partially explained using genetics.

The following instructions assume you are using Microsoft Excel to perform this analysis. Experts may use the data analysis software of their choice.

1) We will now make 4 scatter plots of the data. For each of the following clinical variables make a scatter of plot with warfarin dose on the y-axis and the clinical variable on the x-axis. For each plot, describe whether the data appear correlated, anti-correlated or unrelated. 

a. Warfarin dose versus sex: [Plot below]. Sex and warfarin dose appear to be unrelated. (Note: the respective scatterplots are attached at the end of this document, but boxplots seemed more relevant for the sex and race categories).
[image: image3.png]Table 1 Risk of colorectal neoplasia associated with the 8q24 SNP 6983267
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b. Warfarin dose versus age: [Plot below]. There appears to be a slight anti-correlation between age and warfarin dose, such that older people require a slightly lower dose. This effect is very small.
[image: image4.png]Cases 838 189
Controls 706 254




c. Warfarin dose versus weight: [Plot below]. Weight and warfarin dose are weakly correlated, such that heavier people require a higher dose.
[image: image5.emf]12 -
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d. Warfarin dose versus race: [Plot below]. There is no correlation, and this relationship is additionally difficult to determine because a large majority of the study participants were of one race. (See end of document for scatter plot.)
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2) One SNP in the gene, VKORC1, is the most significant genetic covariate known for warfarin dose. Here is a bar graph showing warfarin dose versus VKORC1 genotype.   Can you say anything about whether the A allele of VKORC1 is recessive, semi-dominant or dominant to the G allele for this trait? Explain.

It seems that the A allele is semi-dominant to the G allele. Analysis in R reveals that the differences between the means of all three genotypic classes are statistically significant (TukeyHSD on an aov fit, p < 0.001 for all three pairwise comparisons). If A were dominant we would expect AG individuals to require the same low Warfarin Dose as AA individuals. Similarly, if A were recessive, we would expect AG individuals to require a high Warfarin does like GG individuals. The AG class of individuals lies somewhere in the middle of these extremes, supporting the idea of semi-dominance. 
[image: image1.png]Warfarin Dose

6 8 10 14

2 4

Warfarin Dose vs. VKORC1

°

AA AG GG

VKORC1 genotype





Regression analysis allows you to combine multiple independent variables together in order to predict an outcome variable. This outcome variable is often called the dependent variable. In our case the dependent variable is the warfarin dose and the independent variables are the clinical variables (i.e. sex, weight, age, and race) and the genetic variable (i.e. VKORC1 genotype). What is important about regression is that it allows you to combine the independent variables in proportion to how much of the phenotypic variance they explain. For example, if sex explains more of the variance of warfarin dose than age then sex will receive more weight. We will now perform a regression analysis to predict warfarin dose. 

In this class we are focused on the interpretation and implications of the results of genetic analysis. Therefore the majority of the computational tasks have been completed for you.

3) A regression analysis was performed using sex, age, weight, race, and VKORC1 genotypes as the independent variables (these data are listed in your downloaded file). Each variable’s coefficient is listed in the table below. The coefficient is the “effect size” that’s assigned to that variable. Note that when a dependent variable is discrete, as it is for sex, then you must use “indicator” variables, which transform them into numerical values. For example, the indicator variable for sex says that if the patient is female the value is “0” and if the patient is male, the value is “1.” The fact that the coefficient of the sex variable is negative means that males, on average, require a lower dose of warfarin than females.

	Independent Variable
	Coefficient

	Sex 

(0 = female, 1 = male)
	-0.639

	Age (yrs)
	-0.038

	Weight (kg)
	0.016

	Race 

(0 = Hispanic, 1 = white)
	-0.239

	VKORC1

(0 = AA, 1 = AG)
	2.203

	VKORC1

(0 = AA, 1 = GG)
	4.117


a. Examine the coefficient values in the table above. What do they tell you about the relationship between each independent variable and warfarin dose? Does this make sense considering the plots you made in (1)? (Hint: If you are stuck, read through the paragraph that precedes the table again ;)
For age we see a slight negative value, indicating that warfarin dose decreases with age. For weight we see a small positive coefficient, indicating that warfarin dose increases slightly with weight. For race we see a small negative value, indicating that Hispanics tend to need a higher dose of warfarin than whites. For genotype at VKORC1, AG individuals need more warfarin than AA, and GG individuals need a higher does than AG individuals, and these are the largest coefficients, meaning that the genotype has the strongest effect on warfarin dose. These results do agree with the plots observed in question 1 for vkorc1 genotype, weight, and age. For race and sex we would expect no correlation based on the plots in question 1, and this still makes sense because looking at these coefficients in R, we see that the values for race and sex have p > 0.05, meaning that these coefficient values are non-significant and there is no real correlation between race or sex and warfarin dose. 
b. Create a new column in the spreadsheet named “predicted_dose.” Enter a formula into each cell of this column that multiplies the value of each independent variable by its coefficient. For example, the formula for just the first two independent variables is “=-0.639*B2+-0.038*C2”. Make sure you use all the independent variables listed in the table above in your formula.
c. Make a plot of the actual warfarin dose to the predicted warfarin dose. Paste the plot below and describe the relationship between the actual dose and predicted dose.
These two parameters are highly correlated, however the predicted tends to be less than the actual dose. (Plot below). 
[image: image7.emf]warfarin dose
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d. Compare and contrast the plot you made in (b) to those you made in (1) and (2).

This plot has a more clear correlation and a better fit to the data than the plots in question 1. The plot shows that combining the predictive parameters yields a better predictor than any one parameter on its own (better than the plots in question 1), though it is important to note that this better fit is largely driven by the genotype information included in the model.
4) We have just completed our first quantitative GWAS*! We did not go through how to compute the p-values for this analysis, but you’ll need to know that the p-value for the association between VKORC1 and warfarin dose in the multivariate linear regression is 8.45e-14. Now we are going to compare quantitative GWAS to a case/control GWAS.

a. Create a new column called “discrete_dose” which contains a “TRUE” if the warfarin dose is greater than 5 and “FALSE” if the warfarin dose is less than or equal to 5.

b. Using this new column complete the following contingency table (note the similarity to the tables you’ve made in previous GWAS analysis).

Observed:

	
	AA
	AG
	GG

	TRUE 

(dose > 5)
	0
	24
	40

	FALSE 

(dose <= 5)
	20
	51
	26


Expected:

	
	AA
	AG
	GG

	TRUE 

(dose > 5)
	7.95031
	29.81366
	26.23602

	FALSE 

(dose <= 5)
	12.04969
	45.18634
	39.76398


c. Compute the chi-squared statistic using the same model (recessive, semi-dominant or dominant) that you used in 2b.  Report the p-value (you can use the same websites we used in class or R). How does this compare to the p-value for VKORC1 in the quantitative GWAS? What can you say about quantitative GWAS versus case/control GWAS? Explain.

To compute the chi squared for the semi-dominant model I used R: chisq.test(matrix(c(0,20,24,51,40,26), nrow =2), correct = FALSE). This yields: X-squared = 27.0627, df = 2, p-value = 1.329e-06. This p-value is lower than the p-value found in the quantitative GWAS. This less significant association is not surprising, because by characterizing the dose as either > or <= 5, we lose much of the information about the variability in warfarin dose. The quantitative GWAS takes this extra variability into account and produces a more significant result.
*The astute observer will notice that there was nothing “genome-wide” about this. We actually performed 1/500,000th of a typical GWAS. :)

2. Increased Risk

Increased Risk: the likelihood of seeing a trait given a genotype compared to overall likelihood of seeing the trait in the population.
Increased risk is valuable for two reasons. First, it is more informative than odds ratio for predicting disease from genotype.  Recall that odds ratio is simply the ratio of alleles in the cases to the ratio of alleles in the controls. Odds ratio is informative when comparing cases to controls, but increased risk is informative about risk for getting a disease.  Second, increased risk can be combined across multiple SNPs to give a genetic risk score but odds ratios cannot. 
However, most publications report only odds ratios, not increased risk. This problem will demonstrate why it is difficult to compute the increased risk from data from a typical GWAS publication.

Recall these data presented in class for the association of rs6983267 with colorectal cancer: 
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If we assume a model where the G allele is dominant, the results are:
	
	GG or GT
	TT

	Cases
	838
	189

	Controls
	706
	254


a. The publication did not report the incidence of colorectal cancer in the overall population.  The study recruited 1027 cases and then compared them to 960 controls. Suppose we make the faulty assumption that the study evaluated a population of 1987 people first, and then found that 1027 got colorectal cancer and 960 did not.  What is the increased risk for the GG or GT phenotype?

The overall risk is 1027 / (1027 + 960) = 0.517 and the risk for individuals with the G allele is 838 / (838 + 706) = 0.543, so those with GG or GT genotypes have an increased risk of 0.543 / 0.517 = 1.05.
b. If we search the internet, we find that there were an estimated 1,162,426 people living with colon and rectum cancer in the United States in 2011.  The US population in 2011 was 331 million, so the incidence of colorectal cancer was 0.00351.   If we assume this incidence, how many controls and total people would the study need to look at in order to obtain 1027 cases?

To obtain 1027 cases with an incidence of 0.00351, the study would need to look at about 1027 / 0.00351 = 292,593 people.
c. If the allele frequencies in these hypothetical controls were the same as seen in the 960 published controls, what values would appear in the table for the controls?
The number of controls is 292,593 – 1027 = 291,566. The GG/GT allele frequency in the published controls is 706 / 960 = .735, so there are .735 * 291,566 = 214,422 GG / GT controls, and the remaining 291,566 – 214,422 = 77,144 controls are TT.

	
	GG or GT
	TT

	Cases
	838
	189

	Controls
	214,422
	77,144


d.  For the table in part d, what is the increased risk for the GG/GT phenotype?  
The overall risk in this case is 1027 / 292,593 = 0.00351, and the risk for individuals with the GG/GT genotypes is 838 / (838 + 214,422) = 0.00389, so there is an increased risk of 0.00389 / 0.00351 = 1.109
This example shows that we do not have enough information to calculate increased risk.  In part a, the assumption for prior risk is unrealistically high. In part b, the assumption for prior risk is probably too low because the 1027 cases are biased for elderly, whereas the prior risk was for all US citizens including young people. 
**Additional scatter plots for part 1 (sex and race vs. warfarin dose):
[image: image10.emf]12 -
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